Fluid flow is an important aspect in various pharmaceutical industry processes, including large production-scale equipment applications, flows in laboratory devices used to analyze and develop drugs, and biological transport in the human body. To improve the development, production, analysis, and delivery of new therapies, efficient tools are needed to characterize, understand, and ultimately predict flow in relevant systems. Several factors motivate improved understanding of these flows. Ever more complex synthesis of drugs, tighter regulatory requirements, and the development of novel drug delivery systems involve increasingly sophisticated fluid flow. Fluid motion can affect several steps needed to produce a pharmaceutical product, thus highlighting the need to advance the study of fluid flows throughout the industry.

The combined use of experimental fluid dynamics (EFD) and computational fluid dynamics (CFD) methods effectively identifies and addresses flow problems in the pharmaceutical industry. Process performance and reliability can be improved with the application of this technology. This article demonstrates the use of EFD/CFD with diverse examples, including a laboratory dissolution apparatus, stirred tanks in various configurations, mixing of non-Newtonian fluids, static mixers, and roller bottles. Flow patterns, mixing structures, and complex behavior are all revealed with the combination of EFD and CFD methods.
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parameters used for the simulations, and the accuracy of the results can be evaluated only with experimental information. Experimental fluid dynamics (EFD) not only determines whether appropriate models and parameters are used in CFD simulations but also provides meaningful insights regarding the physics of fluid flows. With balanced support and input from EFD, CFD can be used with confidence to rapidly obtain information that is difficult to obtain experimentally. The combined techniques have been applied extensively to traditional engineering applications such as scale-up and equipment design. Other areas such as biological synthesis, tablet dissolution performance, and human pulmonary flows also have been studied using experimental and computational techniques (3–5).

This article demonstrates the use of the combination of EFD and CFD to study fluid flow in several situations. A collection of experimental techniques, including acid–base flow visualization, UV fluorescence, planar laser induced fluorescence (PLIF), and particle image velocimetry (PIV), combined with CFD, are applied to flows in pharmaceutical equipment. The approach of using both experimental and computational tools described in this article can expand scientific insight and improve data collection, equipment design, and process optimization and scale-up. The examples include systems that are traditionally within the realm of engineering study as well as devices that historically have been out of the hands of engineers. The first example illustrates in detail the use of CFD and EFD in a study of a dissolution apparatus used for analytical testing and validation. Because stirred tanks are used in many areas of the pharmaceutical industry, two tank examples are presented. Analysis of a static mixer used in applications such as liquid formulation processing follows the tank section, and the final example evaluates flow in roller bottles used for biological processes.

**Experimental and computational techniques**

Many approaches for measuring fluid flow and mixing provide valuable information about bulk properties but fail to describe the details of fluid motion. A common method for analyzing flows in reactors involves measuring residence time distribution (RTD) (6,7). This convenient method for evaluating macromixing does not provide the complete two-dimensional or three-dimensional flow structures or mixing information, and the fact that a variety of flow patterns can produce the same RTD is a limitation.

Experiments using fast competing reactions can indirectly provide an average measure of micromixing by quantifying selectivity of the reactions (8–11). However, the hydrodynamic environment varies significantly from one mixer to another, and local effects are missed entirely. When more-detailed information about flow systems is required, flow visualization and computational methods must be used.

**Use of PIV.** A powerful tool for obtaining quantitative velocity field information is particle imaging velocimetry, which has been applied to several industrial flow systems (12). This non-intrusive technique measures a two-dimensional velocity field at a given plane illuminated by a laser sheet after the experimental fluid has been seeded with neutrally buoyant reflective particles. These particles follow the same trajectories as the fluid molecules and reflect the laser light. A digital camera is used to capture images of the illuminated plane. The particles located in the plane appear as bright points against a dark background in such images. Two successive snapshots of the illuminated plane are required to calculate the two-dimensional velocity field using a fast-Fourier transforms (FFT) cross-correlation algorithm. The quantitative measurements from PIV can be compared statistically and visually to computational calculations at fixed locations. In the study described in this article, the authors used a Dantec PIV system (Dantec Dynamics, Mahwah, NJ) to calculate the velocity fields.

**Use of PLIF.** In addition to measuring velocity fields, experimental techniques can reveal the motion of tracers moving in the flow. Carefully conducted dye advection experiments unveil flow patterns and structures that serve as the starting point to analyze fluid mixing. Dye advection experiments use a neutrally buoyant dye to avoid disrupting the flow. In the present study, the authors used fluorescent dyes illuminated with a UV lamp to show three-dimensional mixing structures. Convection carries dye rapidly to regions where mixing is good, while segregated regions of the mixer remain dark for a long period of time. These simple experiments are useful for identifying segregated and well-mixed regions. However, they cannot reveal detailed flow structures within the regions because the images from these experiments are two-dimensional projections of three-dimensional fields. Visualization of the internal flow structures can be performed by illuminating the fluorescent dye with a planar laser sheet. PLIF is used to reveal mixing patterns at specific two-dimensional planes. For the images reported in this article, a 32 mJ Nd:YAG laser (New Wave Research, Sunnyvale, CA) generated the laser sheet with a wavelength of 532 nm. Images were captured using a Dantec 80C42 double-image 700 CCD camera (Dantec Dynamics) with a 552-nm filter. Structures revealed with this technique are readily compared with patterns identified by tracking particles in computational flow fields. In addition to observing qualitatively how the dye distributes, the intensity of the emitted light can be correlated to the dye concentration in each region of the mixer to quantify homogeneity (13,14).

**Developing a CFD model.** CFD is implemented to obtain data that are difficult to obtain experimentally and to develop effective models for scale-up and optimization. The first step of CFD modeling is to create a geometrical representation of the flow region. A mesh of this region subsequently is built to define the locations where an algebraic form of the relevant governing conservation equations are solved. For fluid flow, the governing equations always include mass and momentum conservation for either laminar or turbulent conditions and may require energy conservation for nonisothermal systems and/or chemical species transport equations for multicomponent systems. The selection of models and parameters used in these computational methods are based on experimental data. The computational solver obtains solutions for the flow variables at as many as several million locations, as defined by the mesh. Details of the solution techniques are abundant in the literature (15–17).
After the solver generates velocity, pressure, and other data for the entire flow field, the information is used in postprocessing steps. Postprocessing analysis ranges from visualization of the computed variables, to calculating integrated quantities such as heat transfer rates, to quantifying the dispersion of initially segregated particles. The simulated velocity fields for the dissolution apparatus, stirred tanks, and static mixer examples in this article were generated using the ORCA CFD package (Dantec Dynamics). The velocity fields for the roller bottle examples were created using the Fluent CFD package (Fluent Inc., Lebanon, NH). Custom software developed at Rutgers University was used for postprocessing analysis.

Applications of EFD and CFD

Dissolution apparatus. An excellent example of a pharmaceutical flow that has so far escaped engineering analysis is the dissolution apparatus. This device has been largely studied and used by chemists, pharmacists, and quality control professionals (18). Hydrodynamics have been shown to influence dissolution testing performance for several decades (19–21). However, most studies involving this apparatus correlated changing conditions to concentration measurements and did not study the underlying flow conditions (22–24). Case-by-case performance evaluations have been carried out, but a general characterization that helps a priori design is still lacking. As alternative dissolution apparatus configurations and operating conditions are being considered (such as smaller devices and slower agitation speeds), a detailed analysis of the flow in this system should be performed to implement select changes rationally based on fundamental principles. The need for this analysis is evident from work that measured velocities at selected locations and identified recirculating flow in the USP Apparatus II, which is one of the most commonly used dissolution testing devices (5). Visualization studies with dye released from a nondisintegrating tablet showed that shear patterns can be unstable across the surface of a pill in the same device, possibly leading to inconsistent performance (25).

The USP Apparatus II has been studied using both experimental and computational techniques (26). A diagram of the apparatus is shown in Figure 1. The figure shows the outline of the geometry and surface mesh used in CFD calculations. Figures 2 and 3 show PIV velocity field measurements at two agitator speeds in the apparatus. Each figure contains two velocity fields measured at small time intervals at a vertical plane adjacent to the shaft in the center of the device. Flow in stirred devices such as this apparatus are typically characterized with a dimensionless Reynolds number ($Re$) calculated as follows:

$$Re = \frac{\rho ND^2}{\mu}$$

in which $\rho$ is the fluid density, $\mu$ is the fluid viscosity, $N$ is the rotational speed of the agitator, and $D$ is the diameter of the agitator.

The behavior of the flow field in a stirred mixer is a function of only the Reynolds number during isothermal operation for a given geometrical shape provided there is no significant vortex. The two velocity fields in Figure 2 were taken at short time intervals for $Re = 5000$, which corresponds to standard operating conditions. In this figure, and in the remainder of this article, blue represents low velocities and red corresponds to high velocities. The flow is distinctly asymmetric, and the velocity field changes significantly in the small time interval between Figures 2a and 2b. The figures show that the locations of large recirculating loops changed quickly. These large recirculating eddies are of the same size scale of small tablets, and their inconsistent behavior could easily affect the consistency of dissolution measurements with uneven transport of material through the device. The images indicate that the flow is in a regime of transitional turbulence. Unlike fully turbulent...
flows, which are steady on a time-averaged basis, flows in transitional turbulence often vary on a measurable time scale that leads to process inconsistency. Identification of such flow regimes is an important component of the experimental study of pharmaceutical flows.

In contrast with the unsteady behavior shown in Figure 2, the PIV velocity fields shown in Figure 3 were measured at $Re/H = 100$, which represents operation in smaller vessels or the use of slower agitation speeds. Only half of the velocity field is shown in each image because the flows are completely symmetric. The left side of the images corresponds to the center of the vessel, and the right side corresponds to the wall. The small variations from one image to the next indicate that the flow is in a steady, laminar regime. Two recirculating regions in areas just above and below the impeller, which have been observed in other stirred vessels operated in the laminar regime, indicate possible segregation in the flow (27).

At the present time, CFD is especially well suited for simulating the steady flow shown in Figure 3. A steady CFD simulation for $Re = 100$ was performed for the USP Apparatus II with a small cylindrical tablet located at the bottom of the apparatus. The experiment used an unstructured tetrahedral mesh with 1.8 million volumetric elements. After the steady state velocity field was generated using CFD, an analysis of mixing performance was undertaken. While velocity fields indicate long-term recirculation zones in the flow and possible isolated zones, they are not adequate to describe mixing dynamics. Short-term heterogeneities and long-term segregated regions, which can be a primary source of inconsistent behavior, are revealed by Lagrangian analysis of fluid motion. In a Lagrangian analysis, flow patterns and coherent structures are generated by tracking passive particles in the flow to analyze fluid mixing. Progress of the mixing process is assessed by examining the location of tracers as a function of space and time.

The computational velocity field for $Re = 100$ was used for simulations that tracked particles in the USP Apparatus II. The particles, which were initially placed in a vertical line near the shaft in the plane perpendicular to the paddle, revealed flow structures above and below the agitator. Whenever a particle moved through the cross section parallel to the agitator blade at the center of the vessel, its position in the plane was recorded. Plotting the particle positions for various times reveals the mixing structure in the vessel (see Figure 4). Figure 4a corresponds to the intersections recorded during 10 impeller revolutions, and Figure 4b contains the results for 20 revolutions. After 10 impeller revolutions, the dye was ejected from the impeller toward the vessel wall. A complex, layered mixing pattern near the paddle was revealed after a period of time. After 20 revolutions, more details of the mixing pattern appeared. The fluid wrapped around the impeller toward the shaft and outlined the slow mixing regions above and below the blade. None of the dye actually went into the top region of the vessel unless it was originally injected there. The heterogeneous pattern persisted for a long period of time. This behavior has significant implications regarding the most suitable location and method for obtaining samples from the tank. Samples taken from segregated zones will not be representative of the majority of the fluid in the device.

The mixing patterns identified in Figures 4a and 4b were validated using PLIF experiments. Figures 4c and 4d show images from a PLIF experiment conducted in a standard USP Apparatus II under laminar-flow conditions. The dye was initially injected at the bottom of the vessel (as if released from a tablet located there), and the laser plane was projected through the center of the tank when the paddle was in the plane. The structures identified in the simulation match the experimental images. The dark regions in Figures 4c and 4d correspond to locations where dye will not be transported by convection. Particles do not penetrate these areas in either the simulations or the ex-
experiments. The edges of these dead zones have a consistent folding pattern during both simulation and experimentation. Similarity of mixing patterns in the computational and experimental systems indicates that the fundamental mechanisms of fluid motion and mixing are being accurately captured in the simulations. Following this validation of the models, variations in vessel design and operating conditions can be evaluated with confidence using CFD.

Validated CFD models are especially powerful for obtaining information that is difficult to characterize and quantify experimentally. One example is obtaining the shear field on the surface of a tablet in a USP Apparatus II. The velocity field used to generate Figures 4a and 4b was used to quantify the strain that is exerted on the surface of a cylindrical pill located at the bottom of a USP Apparatus II. Figure 5a shows an instantaneous calculation, and Figure 5b shows time-averaged values. Low values are depicted in blue, and high values are shown in red. The highest values of the strain rate are exerted at the edge of the pill, which may not correspond well to stress distribution on a tablet in the body and which may hinder meaningful evaluation of tablet dissolution performance.

In summary, CFD and EFD offers a powerful combination for the analysis of flow and mixing in a USP Apparatus II. A rational design of hydrodynamic effects on dissolution testing can be evaluated with a combination of the experimental and computational approaches described in this article.

**Stirred tanks**

The techniques discussed in the previous example for a laboratory-scale dissolution apparatus also are suitable for large-scale production equipment. Stirred tanks are among the most common equipment used for processing in the pharmaceutical industry because of their versatility. These units provide flexibility to make many high-value, low-volume products by serving diverse roles, including reactors, mixers, extractors, fermenters, crystallizers, distillation pots, and suspension devices. Because process scale-up in stirred tanks for these operations has been a focus of the engineering community for a long time, many examples of applying CFD and EFD to understand fluid flow are available in various configurations. This section presents two examples that have distinct pharmaceutical relevance: a tank with Intermig (Ekato Corp., Ramsey, NJ) impellers for low-shear applications and the mixing of an inelastic shear-thinning fluid in a stirred tank.

**Tank with impellers.** The blades of Ekato Intermig impellers have opposing pitches within each blade (see Figure 6a). The impellers often are installed in pairs, with each impeller perpendicular to the one above or below it. Figure 6b depicts the tank with four impellers used in the authors’ study. These agitators are commonly used for processes that require thorough axial mixing with minimal shear such as fermentations that use cells that are easily destroyed by intense agitation or crystallization of shear-sensitive crystals. The laboratory tank used for our experimental and computational study had a radius of 15.24 cm and height of 82.88 cm with equally spaced impellers of radius 10.67 cm.

High-resolution PIV images that included the entire height of the vessel were difficult to obtain with a tank of this size, so
data were collected in multiple smaller sections. The red box in Figure 6b shows an example of a section. The experimental and computational velocity fields in this region are shown for Re = 37 in Figures 6c and 6d, respectively. The x-axis in these figures corresponds to one arm of the bottom impeller, and the shaft runs along the y-axis. The qualitative comparison of the experimental and computational velocity fields was very good. An S-shaped flow moves upward from the impeller at the bottom of the field. A recirculating zone also was found near the top-right corner of both velocity fields, thereby providing an indication of segregation in the flow.

The CFD and EFD velocity fields had excellent quantitative agreement. Figure 7 shows the probability density functions of the radial component of velocity for the PIV and CFD images in Figure 6c and 6d. Satisfying correspondence was observed. Velocity data for the axial direction and velocities in other regions also matched well.

Full-velocity fields for half of the tank from the validated CFD model are shown in Figures 8a and 8b for Re/H = 50 and Re/H = 100, respectively. As the authors discussed in the previous example of a dissolution apparatus, a velocity field does not provide complete dynamic information, and postprocessing work must be performed to understand mixing patterns. Next, Lagrangian techniques were applied to this complex geometry to study axial mixing and flow structures in the tank. Particles were injected in a line near the shaft and tracked in a steady-state flow simulation. Figure 9 shows how the intersections of these particles in a plane were plotted after 10 (a) and 20 (b) revolutions in a flow with Re = 50. Particles injected at the top half of the tank are colored red, and particles injected on the bottom half are colored blue. The results of the particle tracking show two important features: Segregated structures form in the flow, and axial mixing between the top half and bottom half of the tank is slow. These features are not obvious from the velocity fields shown in Figure 8, thus demonstrating the need for Lagrangian postprocessing analysis.

Experimental validation of both small-scale and large-scale flow features is available. Figure 10 shows enlarged images of the segregated regions from a PLIF experiment and CFD particle tracking. The top of each image corresponds to a height where an impeller (second from the bottom) is located, and the bottom of the figures is at a height between the lowest impeller and the one above it. The segregated region is black in the experimental image of Figure 10a. The same dead zone appears in white in the computational pattern of Figure 10b. The folds in each impeller region are created as the impeller folds fluid elements and then pushes them toward the vessel wall. Convection never brings dye tracers into these regions under these conditions.

Figure 11a confirms the larger scale mixing issue by showing images from an acid–base visualization experiment. The experiment started with an initially basic solution containing a pH indicator that changes from blue to yellow as the mixture becomes acidic. A charge of concen-
Trated acid was added at the top of the tank, and pictures were taken at regular time intervals to show the progression of the axial mixing. The photographs, in time sequence, are shown in Figure 11a, where the fluid in the top half of the tank became yellow relatively rapidly (≤30 min), but the bottom half of the tank remained segregated from the acid in the top half of the tank for an extended time (>90 min). Eliminating this type of segregation with variable agitator speeds has been demonstrated experimentally and computationally in other systems (27,28). This technique was applied to the tank with Intermig impellers shown in Figure 11b using equivalent conditions to the experiment of Figure 11a, except the agitation speed was varied between $Re = 37$ and $Re = 74$ every 1 min. A comparison of Figures 11a and 11b clearly shows that the fluid traveled more efficiently between the top and bottom of the tank with the use of variable agitation speed. Additional details that describe mixing in this tank are reported elsewhere (29).

Mixing non-Newtonian fluids in a tank

The processing of many pharmaceutical products involves non-Newtonian fluids. Xanthum gum and Carbopol (Noveon, Cleveland, OH) are two common additives that cause a fluid to have shear-thinning properties. These fluids have unique mixing properties that have been studied extensively in experiments (30–33). When yield-stress shear-thinning fluids are mixed in stirred tanks, a well-known phenomenon that occurs is the formation of well-mixed zones around the impellers while the remainder of the fluid remains relatively stagnant. These well-mixed zones, commonly known as caverns, have been characterized for various impellers (34). Figure 12 shows experimental images of caverns in a tank mixed with three equally spaced Rushton impellers moving at 50, 150, and 300 rpm. The fluid in the tank is 0.1% Carbopol in an aqueous solution. Fluorescent dye was injected close to each impeller, and the pictures were taken after dye penetrated the entire cavern regions. After green dye was injected near the middle impeller and red dye was injected near the upper and lower impellers, the experiments showed that the caverns did not mix with each other even when they were in direct contact at an impeller speed of 300 rpm.

A CFD model of this system was used to investigate mixing behavior within and around the caverns. The simulations use a bounded viscosity model that fits the rheological data. Figure 13 shows velocity contours from the CFD simulations at 50, 150, and 300 rpm that compare well with PIV experimental measures (not shown in the interest of brevity). This figure
clearly shows that regions with significant fluid motion grow with increasing agitator speed. Particle tracking in the simulated velocity field was compared with the experimental results shown in Figure 14. The tracking simulations were performed by injecting three sets of particles in spherical patterns near each of the impellers and recording their location as they intersected a plane parallel with one of the impellers. For Figure 14, particle tracking results for 50, 150, and 300 rpm were plotted for half of the tank on the right; the left side corresponds to experimental images for the same conditions. These pictures showed that the cavern shapes and sizes were predicted with excellent precision by the CFD simulations using the bounded viscosity model. Furthermore, the lack of communication between caverns was confirmed by color coding the particles. Particles injected near the middle impeller were colored green, and particles injected near the upper and lower impellers were red. No red particles are found in the middle cavern, and, correspondingly, green particles do not enter the upper or lower caverns. These results confirmed that material in each cavern remain separated for a long period of time.

Having a validated model for non-Newtonian fluids is extremely valuable for predicting the behavior of these fluids in larger and/or more complex equipment that cannot be easily validated. Because cavern sizes and non-Newtonian behavior can change on scale-up in manners that cannot be simply correlated to dimensionless numbers, the implementation of validated CFD models may prove to be the most effective way to scale up processes with shear-thinning fluids. CFD also may help in the selection of novel approaches to design scale-down experiments. Simulations could be used to identify experimental fluid properties with similar flow behavior on small scales as in large-scale equipment. The most meaningful experiments for process scale-down may not necessarily use fluids that will have identical physical properties as the final material. With the help of validated CFD simulations, fluid can be selected to recreate in the laboratory the flow patterns that will be formed at large scales. Moreover, the utility of inelastic shear-thinning models in the pharmaceutical industry is not limited to process scale-up. For example, blood is a shear-thinning fluid, and its flow properties are the subject of ongoing computational research (35,36).

**Static mixers**

The performance of several devices other than stirred tanks can be examined using a combination of CFD and EFD. Static mixers have been studied extensively for a variety of applications (37–39). A primary use is the formulation of liquid–liquid dispersions and emulsions. These mixers consist of flow reorientation devices inserted within a pipe. The shape of the elements depends on the...
manufacturer’s designs. One common type of static mixer, a four-element SMX mixer (Sulzer Chemtech USA, LaPorte, TX), is shown in Figure 15. The length-to-diameter of the elements, the number of blades, and the rotation of each element are important geometric parameters. One example of static-mixer use in the pharmaceutical industry is the dispersion of a polymer solution laden with an active pharmaceutical ingredient to form microparticles (40). CFD is an excellent tool for studying flows in static mixers where the complex flow geometry makes visualization experiments difficult and expensive. With a validated model, CFD can be used to design static mixers and predict process performance.

A recent study presented validation and analysis of an SMX static mixer (41). Mixing performance was validated in the computations with a statistical method on the basis of the intensity of segregation concept (42). The method involved following tracer particles that were injected in a segregated initial condition (i.e., a circle at the center of the pipe). As the particles spread through the mixer, the decrease in variation coefficient was computed to quantify mixing. At various mixer cross sections, the area was divided into square boxes or cells of equal size. The number-based standard deviation, $\sigma_N$, is shown by

$$\sigma_N = \sqrt{\frac{\sum (N_i - \bar{N})^2}{N_{\text{cells}} - 1}}$$  \[2\]

in which $N_i$ is the number of particles in box $i$, $\bar{N}$ is the mean number of particles per cell, and “$n$ cells” is the total number of cells. The relative standard deviation (RSD) was then computed according to the following equation:

$$\text{RSD} = \left( \frac{\sigma_N}{N_{\text{cells}}} \right)^{0.5}$$  \[3\]

The residual value of the number-based standard deviation after flow through 10 elements was assigned to $\sigma_{N_{\text{res}}}$. Figure 16 shows sample mixing patterns used for these calculations at several downstream locations for particles occupying 10% of the inlet volume at a center of the inlet. The Reynolds number of the flow was chosen as $Re = 1.0$ because experimental RSD data are available at this condition (43). Figure 17 shows that excellent agreement was obtained between the experimental data and the CFD calculations, when RSD was plotted as a function of the number of elements. The mixing rate was equivalent to the slope of these curves on a semilog scale.

The validated CFD model was subsequently used to evaluate mixing rates as a function of injection location for various flow rates or Reynolds numbers. Mixing-rate data were calculated for $Re = 1, 30, \text{and} 100$ for three injection locations: the

<table>
<thead>
<tr>
<th>Injection Point</th>
<th>$Re = 1$</th>
<th>$Re = 30$</th>
<th>$Re = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y = 0$</td>
<td>0.470</td>
<td>0.468</td>
<td>0.481</td>
</tr>
<tr>
<td>$y = R/2$</td>
<td>0.405</td>
<td>0.440</td>
<td>0.447</td>
</tr>
<tr>
<td>$y = 3R/4$</td>
<td>0.443</td>
<td>0.430</td>
<td>0.324</td>
</tr>
</tbody>
</table>

Figure 15: Four-element SMX mixer.

Figure 16: Particle tracking results at $Re = 1$ after 0.5, 1, 1.5, and 2 elements (a–d, respectively).

Figure 17: Experimental validation of CFD mixing results.
center of the pipe \((y = 0)\); halfway between the center and outer edge of the pipe \((y = \frac{1}{3})\); and three quarters of the way from the center to the edge of the pipe \((y = \frac{3}{4})\) (see Table I). The calculations predicted the fastest mixing rate for injection at the center of the pipe for each \(Re\) value. The table also indicates that the mixing-rate responses to changes in the Reynolds number are not intuitive and are highly dependent on injection location. Similar to selecting optimal injection location, CFD information can be used to choose optimum mixer length, element aspect ratio, flow rate, and so forth (44,45).

**Roller bottles**

A final example that demonstrates the diverse applicability of using complementary EFD and CFD comes from a biological system. Roller bottles have been used for more than 40 years in the pharmaceutical and medical fields for processes such as cell growth and infection, vaccine preparation, and plant cell cultivation (46–48). Widespread use of roller bottles can be attributed to several reasons, including the simplicity of the technology. A flow field conducive to biological activity is generated by axially rotating a horizontal cylindrical vessel filled approximately one-fourth of the volume. The system can maintain sterile conditions for a long period of time and allows constant fluid–gas contact and facile addition of nutrients without interruption.

An experimental and computational study of flow in a roller bottle bioreactor characterized mixing in this device for various operating conditions (49,50). Improved mixing can lead to better reactor performance by more evenly distributing cells and nutrients. Figure 18 shows the experimental and computational velocity fields for a cross section at the middle of a moving roller bottle. The results correspond to a 20-cm-long, 10-cm-diameter roller bottle containing water and rotating at a speed of 0.25 rpm. Excellent agreement between the experimental and computational velocity fields is achieved. A good comparison between computational particle tracking and mixing structures identified by LIF techniques also can be shown. Figure 19 shows that the fluid-mixing pattern predicted by CFD (see Figure 19a) also is found experimentally with a PLIF technique (see Figure 19b). The initial condition for these experiments was a vertical line of particles or dye placed at the center of the bottle.

In addition to capturing the motion of the fluid, one must also characterize the behavior of cells and particles that have inertial settling velocities and do not follow the streamlines of the fluid. Figure 20a shows computational streamlines when tracer particles have a settling velocity of \(V_s = 0.05U\), in which \(U\) is the linear velocity of the wall. An experimental picture of a system with a similar settling rate \((V_s = 0.06U)\) in Figure 20b shows a streamline with a comparable trajectory and location. The image was created using long exposure-time photography to capture the pathline followed by a fluorescent particle. Other experiments not described in this article found that particles with an initial location near the liquid surface settled to the bottle wall, results that also were verified by computational results.

The computational model can be used to predict the effect of several modifications, including various rotation speeds, periodic changes in the rotation direction, and various fluid and particle properties. An example is presented in Figure 21, in which the effects of settling velocities of \(V_s = 0.02U, 0.05U, 0.1U, \) and \(0.2U\) were examined. For this figure, the settling time distributions were characterized on a gray scale with black zones corresponding to zero residence time and white regions for the maximum computational residence time. Particles that start in the white areas did not settle at all. Analysis showed that only large settling velocities (i.e., \(V_s = 0.2U\)) allow most cells to reach the bottle walls (49). The relative speed of the bottle wall to the particle settling velocity is clearly shown to have a significant and controllable effect on the distribution of cells in a roller bottle.

**Figure 18:** (a) PIV and (b) CFD velocity fields in a roller bottle.

**Figure 19:** (a) Computational and (b) experimental fluid streamlines in a roller bottle.
Conclusion

The examples presented in this article are by no means a complete list of all the areas in which experimental and computational fluid dynamics can be useful within the pharmaceutical industry, nor does this article describe all the tools available to perform EFD and CFD. The pharmaceutical industry has many applications that challenge the state of development of techniques at the forefront of EFD and CFD technology. Several gas flows that can be studied with CFD are of considerable interest, ranging from air flow in the lung for aerosol drug delivery to laminar flow in a fume hood for worker safety when handling potent compounds. Many pharmaceutical flows are turbulent and/or involve multiple phases, and much effort is being applied to developing and evaluating turbulent and multiphase CFD models (51–53). The study of these flows will benefit from the combined EFD–CFD approach described in this article. The importance of addressing problems with complementary experimental and computational tools should not be understated.

CFD packages are capable of producing output that may “look” correct but are inaccurate for many reasons, including numerical diffusion, inappropriate boundary condition selection, or incorrect physical models within the CFD code. Experimental validation of computations is critical for using CFD appropriately. Despite this limitation, CFD contributes significantly to understanding complex flows by providing data that cannot be easily gathered experimentally.

Advancement of these tools is necessary to expand our understanding of other industrially relevant flows. For example, most slurry systems are opaque and detailed flow information cannot be obtained using visualization based on light. The development of imaging and PIV techniques that use X-rays rather than lasers will allow the characterization of motion in opaque equipment and flow media. Sophisticated PIV data can go beyond confirming the CFD results of complex flows. EFD information also may be used as input for CFD computations for systems in which the physics are not fully described by mathematical models. The pharmaceutical industry and the medical field will benefit from implementing current EFD and CFD technology in many areas as well as from the continued advancement of these tools.
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